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IPT WORKSHOP BRIEFING TEMPLATEThe NOAA IOOS Program shares the goal of improved data interoperability with many other programs. These groups universally understand that high-quality metadata are a critical part of any 
significant step towards that goal. Understanding where we are is an important initial step in the metadata improvement process. This document provides a snapshot of metadata from three IOOS 
Data Providers and is a first step towards the goal of high-quality, standards-compliant metadata for all NOAA data.


The Metadata Standards Spectrum described in detail in Appendix 1 provides a simplified picture of a path towards that goal with metadata standards or states as signposts along that path. 
Figure 2 shows where the metadata we examined presently is along that path and the discussion above describes why. We also identified several specific recommendations for each data provider 
(listed below).
The metadata sections of the NDBC Interoperability Plans suggested a set of steps required to migrate their metadata and systems towards standards compliance:
Acquire metadata expertise, Compile and publish vocabulary, Design a data management system to validate FGDC, Software development, Achieve FGDC Compliance, Register metadata
NDBC suggested that 3-4 FTE's would be required for two years to accomplish these steps. A similar migration path was proposed by CO-OPS for their non-FGDC datasets. They estimated that, 
depending on IOOS DIF WSDE workload, this effort may be pushed off to late FY2009 or early FY2010. 
The NGDC experience with IOOS Data Providers and many others suggests that these steps should be taken as part of a larger metadata training and management program that builds partnerships 
that take advantage of existing metadata expertise and examples. The Metadata Team at NGDC has a good track record of working with NOAA data providers to create and maintain high-quality 
metadata. The DART metadata created along with NGDC is a good example of the positive results of such a partnership.
Specifically, in terms of the steps listed above, NGDC already has metadata expertise, and a well developed system for managing metadata that 1) can validate metadata against FGDC and ISO 
standards, 2) takes advantage of several controlled vocabularies, 3) provides metadata in several popular standards (FGDC, DIF and soon in ISO), and 4) registers those metadata with Geospatial 
One-Stop, the NASA Global Change Master Directory (GCMD), and FirstGov. Currently this system, the NOAA Metadata Manager and Repository, manages nearly 20,000 metadata records from 
NOS, NESDIS, NGDC, and NCDC using FGDC Remote Sensing Extensions and ISO OnLine Resources. We are currently evaluating an open source replacement for the NMMR that adds support for the 
ISO 19115 and 19115-2 standards (GeoNetwork). 
Given this experience and these existing resources, we suggest that 3-4 FTE's at NGDC could satisfy these requirements for all NOAA IOOS Data Providers and products presently included in the 
IOOS DIF. In addition, we could migrate those metadata to the endpoint of the Metadata Standards Spectrum: high-quality ISO metadata with important extensions and service metadata. This 
approach would also provide a strong foundation for partnerships to extend this work to the broader NOAA community. In fact, the NGDC Metadata Team is already working on metadata for 
NPP/NPOES and GOES-R.
This ambitious proposal is clearly outside of the scope of current IOOS metadata resources. Tasks that might be addressed by NGDC during FY 2009 include:
Work with IOOS Data Providers to improve existing metadata for all products and services. The Metadata Standards Spectrum could be used to identify specific goals for each existing product.
Develop training materials based specifically on IOOS examples.
Register IOOS Services with GEOSS Registry and GCMD. 
Develop approaches for integration of on-going quality monitoring results with standard metadata. 
Develop approaches for encoding the IOOS Data Content Standards using National and International metadata standards.
Of course, these need to be discussed with the IOOS Program Office, lined up with existing resources and cast into a Statement of Work.


CoastWatch:
The CoastWatch team is actively improving their metadata through on-going partnerships with metadata experts at the NOAA Data Centers. The results of this partnership are clear in the next 
generation of the CoastWatch collection-level metadata presently available through CLASS. The Entities and Attributes sections of these metadata need to be incorporated into the CoastWatch 
Central metadata provision system to move the metadata to the "Complete FGDC" state on the MSS. Once that is done, we need to work towards including extended content in the CoastWatch 
metadata.
Tables 1 and 2 in Appendix 1 clearly indicate significant overlap between the CoastWatch granule metadata and the ISO 19115 and 19115-2 standards. The CoastWatch team  should explore 
approaches that take advantage of this overlap as part of a comprehensive documentation system.
CO-OPS:


The CO-OPS/NGDC partnership has worked well for the one-minute water level data. The resulting high-quality metadata are ready to migrate towards ISO. That effort needs to be expanded to 
encompass other CO-OPS datasets.
CO-OPS is clearly a leader in providing access to data using web services. The area of standard service metadata (using ISO 19119) is closely related to dataset metadata (ISO 19115). This is an area 
in which CO-OPS could clearly provide good leadership.
NDBC:


NDBC provides data and metadata in several standard formats (WMO Pub47 and F291). These formats are widely used and contain a significant amount of useful metadata. Developing a 
mechanism for making that information available in standard ways could be very useful.


In addition, NDBC could benefit from working with metadata experts to migrate their station metadata towards standard representations. Specifically, the information on the measurement and 
units page (http://www.ndbc.noaa.gov/rsa.shtml) sould be combined with information from a station inventory page (like 
http://www.ndbc.noaa.gov/data_availability/data_avail.php?station=41017) to create excellent FGDC-compliant entity and attribute section and quality sections for each station.


Metadata Working Group


The NOAA IOOS Metadata Working Group (NIMWG) includes experts from several 
NOAA Line Offices. They held bi-weekly telecons to discuss IOOS metadata 
requirements.


How does your project/working group compliment or link with DIF activities?
Data integration efforts like IOOS face many technical barriers. Once those barriers are 
overcome, the real work – understanding the integrated picture – begins. That can not 
be done without understanding the data. That requires readily available and 
understandable documentation - metadata.


What is the current status?  Provide brief update.
This working group formulated some recommendations to be presented to the IOOS 
Program at this meeting.


Milestones and Challenges


Success stories, project accomplishments, benefits.
The group used the GEO-IDE Wiki as a home base and a significant amount of material 
was added to that wiki by Ted (metadata) and Alex (DMAC Data Management Guide). 
We also came to understand how some simple capabilities that are build into the wiki 
(categories) could be helpful in arranging content and making it more findable.


In the time since this group started – the North American Profile of the ISO Metadata 
Standard has been approved and general consensus is forming across NOAA that the 
ISO metadata standards are the target at this time.


What have been the challenges (technical or strategic) to this project/working group?  
How were challenges resolved?
Engaging a volunteer community is difficult in a situation where everyone is already 
overwhelmed with their own tasks.  This challenge has yet to be resolved.


Wiki: http://www.nosc.noaa.gov/dmc/swg/wiki IOOS Metadata Working Group


Next Steps/ Recommendations


What is the next phase of your project/working group?
We are using the best tools for collecting community input and guidance. We need to 
expand the contributing portion of the IOOS community.


Provide recommendations for going forward
We have recommendations in three areas: Standards, Tools, and Terminology and 
questions about a registry.







Metadata Recommendations: Standards


The Program needs to identify and document metadata content 
that is required to support all data related capabilities and 
services.


Guidance for representing that content needs to be provided for 
the ISO 191*, FGDC with appropriate extensions, and Directory 
Interchange Format (DIF) metadata standards, in that order of 
priority.


Content already identified as important includes: file formats and 
structures, data attribute details, data transformations, quality 
control procedures, quality flags (with definitions), and data error 
characteristics.


Metadata Recommendations: Tools


The Program needs to identify and help document metadata tools 
that are 1) being used by IOOS Data Providers and 2) other groups 
or programs to create and maintain standard metadata. This 
guidance should be focused and integrated with the service and 
capability descriptions described above.


The Program should identify, document, and help test tools and 
stylesheets (XSLTs) for translating existing metadata into the ISO 
191* standards and for translating metadata content from the ISO 
Standards into other standards. If tools supporting specific 
translations can not be identified, the Program should consider 
leading the development of those tools. 


Metadata Recommendations: Terminology


The Program should evaluate existing vocabularies related to 
ocean observations and identify a small number (2-3) to focus 
adaptation or development efforts on. 


The Program should work with the Marine Metadata Initiative to 
engage the broader IOOS community in this process.


The Program should focus on vocabularies related to ocean 
observations rather than data taxonomies or other higher-level 
items. 


Metadata Recommendations: Registry


What would this registry contain (metadata, URNs)?


What is the scope of the registry? It would clearly include 
metadata for environmental datasets. Would it also include 
information about regulatory, administrative, legal enforcement, 
protected resources, habitat data?


What is the relationship between an IOOS registry and others? 
How can we use existing registries effectively?


How are the linkages between metadata in the registry and the 
data they describe tested and maintained? 
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A Lot Is Going On…
• Adoption and growing conformance to the Open 


Archival Information System Reference Model
• Passage and implementation of the NOAA 


Procedure for Scientific Records Appraisal 
and Archive Approval


• Progress in unified cross-Data Center 
metadata management


• And more…
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The OAIS Reference Model
• The CCSDS and ISO Standard (14721) for 


Digital Archives
• Applies to all organizations that need to 


preserve digital information for the long-term
• Does NOT specify any particular implementation
• An organization conforms to the OAIS RM by 


discharging a minimal set of responsibilities and 
supporting basic information concepts
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An OAIS Archive…
• Negotiates and accepts information from 


Producers
• Obtains sufficient control to ensure long-term 


preservation
• Ensures the information to be preserved is 


independently understandable to identified 
Designated Communities


• Follows documented policies and procedures
to insure information is preserved


• Provides information to the Designated 
Communities in understandable forms
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The OAIS Environment
• Producer provides information to be preserved
• Management sets overall policy
• Consumer seeks and acquires preserved 


information


OAIS
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Management


Producer Consumer


The OAIS Environment from 30,000 ft
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SIP  = Submission Information Package
AIP =  Archival Information Package
DIP =  Dissemination Information Package
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Why Should IOOS Care?
• The OAIS-RM provides the lingua franca – finally 


we can all talk to one another!
• The OAIS-RM provides a robust collection of 


archive functions – great for “gap analysis” and to 
help us all agree on what an Archive is and does


• Adoption and conformance to the OAIS-RM is 
structuring the way the three NOAA Data Centers, 
other non-NOAA archives, CLASS, the DMC, the 
DMIT, and the Archive Architecture Team think, 
talk, and act…
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NOAA Procedure for Archive Approval
NOAA Archive Process from 30,000 ft.
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Cross-Data Center Metadata
• During 2009 the three NOAA Data Centers 


worked together to define an “Enterprise 
Metadata System”, toward which we could all 
work


• We began by evaluating our common needs, 
requirements, tools, and metadata functions…


14


The Metadata Enterprise


The Data Center 
Metadata Enterprise


NCDC
Metadata 
Activities


NGDC
Metadata 
Activities


Common Needs
Common Requirements
Common Tools
Common Functions


NODC
Metadata 
Activities


“Little in common” Scenario


enttttttttteeeeeer 
nterpppppppppprise


NCDC
Metadata 
ActivitiesA


NNNNNNNNNNGGGGGGGGGGDC
Metaddddddddddaaaaaaaaaata 
Activitiessssssssss


Common NNN
Commonnnnnnnnnn R
Commmoooooooooon To
Commmmmmmmmmmmmmmmmmmmon F


NNN


NODC
MMMMMMMMMetadata 
AAAAAcccccccccctttttttttivitiesesies


“LLLLLLLLLLiiiiiiiiitttttttttttttttttttlllllllle in common” Scenaaaaaaaaaarrrrrrrrriiiiiiioooooooooo


15


The Metadata Enterprise


The Data Center 
Metadata Enterprise


Common Needs
Common Requirements
Common Tools
Common Functions


Enterprise
Metadata 
Activities


“Lots in common” Scenario


16


Import


Enterprise Functions


Generate 
Reports


Validate


Manage Controlled 
Vocabularies


Handle 
Versions


Support Queries


PublishExportConvert


Control 
Access


Manage 
Workflow


Manage DM 
Data


Link to Archival 
Storage


Support Collections 
and Granules


Minimize 
Duplicates


Support Human (GUI) and 
Machine (API) Interfaces


Support 
Standards


The Data Center Enterprise Metadata System


Metadata Manipulation Functions


Management/Admin Functions


System-Wide or Cross-Cutting Functions/Requirements


Edit


Manage 
Components







17


Cross-Data Center Metadata
• Near Term (FY09)


– Create a cross-Data Center FGDC catalog
• web accessible folder, WAF, hosted at NODC  
• FAQ/HTML/TXT views with USASearch.gov/Google Search


– Inventory vocabularies used across the Data Centers
– Identify all metadata components (e.g., Contact List, Distributor, 


Source,…)
– Hold follow-on technical meeting (later this month) to identify 


technical path forward
• Mid Term (Q2FY10)


– Time series metadata
– Add ISO view to consolidated WAF
– Identify vocabularies ripe for consolidation


• Long Term (Beyond)
– Follow both Development and Implementation Plans to get us to 


the “enterprise” system
18


Why Should IOOS Care?
• The consolidated metadata catalog and enhanced 


search/discovery/access capabilities being 
deployed will directly benefit “IOOS data” archived 
at NODC


• Eventually, the tools and capabilities may be 
deployable by IOOS partners, thereby assisting in 
their metadata efforts
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And much more…
• Increasing use of submission agreements 


(SAs)/submission information forms (SIFs)
• Progress at NODC on conformance with WMO 


Information System (WIS) and WMO Integrated 
Global Observing System (WIGOS) requirements


• Internal coordination at NODC to move forward 
with NDBC archive “modernization”


• Agreement within NODC to promote netCDF/HDF 
more broadly as archival formats (with appropriate 
file- and collection-level metadata of course!)


• NODC OPeNDAP server online! 
http://data.nodc.noaa.gov/opendap
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Looking Forward
• Convene the IOOS Archive Working 


Group
• Work with NODC, NDBC, and the Archive 


WG to evaluate IOOS protocols and the 
level to which they support archive 
requirements, 


• Then make recommendations!
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Questions?


(remaining slides are just 
for reference)
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Preservation Planning
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Data Exchange: DAP Cloud Service
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OPeNDAP OGC Gateway In Support Of Regional IOOS


The project objective is to provide automated capabilities to serve data via OGC 
interfaces from OPeNDAP. 
• Many of the regional IOOS data providers are already providing OPeNDAP 
services (either with OPeNDAP software or other software). 
• Layering primary IOOS services through the existing OPeNDAP infrastructure 
will allow for quicker adoption and deployment of these services within the 
community. 
• Automation component is critical for deployment and long-term maintenance.


Current Status:
•Semantics: Migrating from standalone perl/Sesame app to a Hyrax handler 
based on Java/Sesame to provide automated Coverage catalog generation at 
server startup. Added 'rdf' response to Hyrax and enhancements (new versions) 
of the DDX in support of the RDF activities.
• NcML handler developed for Hyrax to augment data sources for CF-
compliance where necessary for semantic mapping to WCS.
• NetCDF File-Out response for WCS coverage payload generation complete.
• Aggregation development underway.


SEMANTIC APPROACH


DAP – Hyrax Extensions
• DDX extended: Support for namespaces with attributes and types; Carry arbritrary XML.
• Hyrax extended: RDF response (generated via XSLT).


Semantics
• Ontologies for DAP, NetCDF, CF-1.0 and WCS defined in OWL/RDF.
• OWL Rules for mapping between conventions described by the ontologies. 


WCS
• Software to use XSLT to convert WCS schema into OWL/RDF.


Inferencing Operations
• Load RDF Triple Store with ontologies and rules for mapping between conventions, RDF 
describing WCS schema, and the site’s DAP data sources (DDX -> RDF response).
• Inferencing happens as RDF is ingested into the triple store, executing rules that generate 
WCS metadata from CF-1.0 DAP data sources.
• Resulting triple store is queried to return WCS coverage descriptions for CF-1.0 DAP data 
sources. (represents the catalog of coverages available for that site).
• Inferencing operations occur at site startup, or via cache negotiation or site management.


Prototype Hyrax WCS Service


http://test.opendap.org:8090/opendap/WCS


MILESTONES AND CHALLENGES


Milestones 
• Prototype WCS service based on static catalogs complete.
• NcML handler for adding missing metadata components in beta.
• RDF version of the DDX produced. 
• Ontological mappings between DAP, NetCDF, CF-1.0 and WCS functional.
• Successfully querying semantic engine for WCS components generated
from DAP DDX metadata. 


Challenges
• Automation – To be useful to an audience beyond a single site a large degree of 
automation is required in the discovery and exposure of DAP data sets through 
the OGC service interfaces. This has and will continue to present significant 
challenges for WCS.  SOS is particularly difficult in this regard due to the lack of 
concretely defined models within the specification.







NEXT STEPS/ RECOMMENDATIONS


Why aggregation matters:


• Many sites (like NODC) serve 
hundreds, if not thousands of 
files that in truth represent a 
single WCS coverage. 


• The individual granules differ 
only by a single component 
variable (such as time). 


• Interfacing the semantics code into the OLFS and Hyrax, 
• Aggregation, and testing the resulting WCS. 
• Concerning recommendations, determine viability for SOS from OPeNDAP. 
• Possible Relational Database Handler for Hyrax in support of SOS.








Breakout group #2


Should the 4 current 4 identified 
customers continue to be funded, 


focal projects for DMAC (& 
IOOS)?


Rankings of current projects as DMAC 
priorities


1 = highest importance
4 = lowest importance


Customer Votes Rank


CI 1,1,1,1,1,2,2,2 1.375


HABS 3,2,3,2,2,4,3,3 2.75


HI 2,3,2,3,4,3,4,4 3.125


IEA 4,4,4,4,3,1,1,1
(!!)


2.75


CI priorites


• Make SLOSH output “DMAC” available in 
real time. (OPeNDAP)


• Wave model outputs (e.g. FNMOC models 
via GODAE Server)


• A model intercomparison framework
• Visualization?  Should we fund it?  Or 


merely “enable” it?  Clear requirement is 
visuals to “sell” the project and tools for 
the modeler/analysts


CI priorites


• Need for data to support hindcasting 
experiments


• Able to utilize the data in their existing 
analysis and visualization software (DMAC 
investments sould be in *general* 
solutions)







Philosophy


• DMAC’s focus in providing observations is 
to reach the analysts (modelers, scientists, 
…)


• IOOS’ role reaches the end users
– Note: DMAC may have a significant role 


getting products to products users 


HABS priorities
(note: not actually #2 ranked)


• Going forward HABS needs to be 
regarded as a community (not just a 
NOAA project)


• DMAC to facilitate additional data feeds
– Ocean color
– Biogeochemical parameters


• RT Ship observations to get onto GTS plus an 
Internet delivery mechanism provided for them 


Existing data providers
NDBC, CO-OPS, CoastWatch


• Continue “some level” of funding to ultimately 
get *all* relevant data served through DMAC 
approaches
---- BUT -----


“Not invest another cent on SOS until …” we sort 
out the big picture


• Consistent schema across communities
• Tested on realistic volume data accessess
• Accessible through multiple meaningful clients 


(climate reference libraries)








Q2O - PROJECT DESCRIPTION


Compliment DIF?


Q2O approach is a start to addressing some 
DIF requirements for QC.


• Provide mechanism for ensuring data are 
of known and documented quality 
(QC005, QC015)


• Capture data quality information (qc 
tests, flags, flag definitions) (MTD004)


• Transport QC and error characteristics, 
flags, through data provider to consumer 
(QC020)


• Implement the QARTOD recommendations for QA/QC into the OGC Sensor Web Enablement 
framework


• Documenting results by providing a tutorial and SensorML profiles 
• Test the deliverables by implementing services at participating data-provider sites
• Bring together SWE and IT specialists with domain experts (waves, in situ currents, CTD, DO)
• Partner with community building projects such as OOSTethys and MMI


Funded by NOAA CSC/IOOS (January 2008 - December 2010)


Q2O - MILESTONES AND CHALLENGES


Identify success stories, project 
accomplishments, benefits.


• MVCO Offerings (7)
• Latest measurement and time series of all 


wave data parameters, including QC
• Only wave data that passed QC
• All pressure-derived wave data including QC 


and those that have passed QC
• All wave data derived from the ADCP 2HZ 


velocity measurements, with and without QC
• QC Processing


• Process Chains and generic test modules
• Parameter value for tests


• Sensor descriptions
• Includes QARTOD items (e.g. service history)


• Q2O Registered Vocabulary
• Understanding of OGC SWE potential


• Joint workshops (2) with MMI and GCOOS Data 
Managers


• Face-to-face meetings with QARTOD leads, 
domain experts, Q2O implementers, and OGC 
SWE experts


What have been the challenges
(technical or strategic)?


• Apples and Oranges (communications)
• Parameters = Properties
• Criteria = Parameters


• Vocabulary development 
• Interpretation of QARTOD results


• All-in-one vs. Modular
• Parameters (embedded vs input)
• Sensor descriptions (Manufacturer 


and User instance)
• Flexibility of OGC SWE


• Many options for approaching the task
• Scheduling 


• Priorities and coordination
• Year 2 and 3 cuts  


• Impacts hrs, mtgs, implementations


How were challenges resolved?


• Patience,  Education,  Multiple iterations


http://q2o.whoi.edu


Q2O - GOING FOREWARD


� Continue to developed qc test xml descriptions and resolvable URIs (URLS) 
with QC terms defined for in situ currents, CDT and DO 


� Continue working with manufacturers to describe and reference terms that can 
be integrated into any framework using URIs. 


� Extend work to engage CTD and DO community and sensor manufacturers to 
support QC test development and mappings disparate conventions.


� Demonstrations and “homework” for QARTOD V (November 2009)


� Planned integration of this capability into OOSTethys cookbooks 


� Continued exposure of this Q2O effort through workshops and national and 
international forum presentations (IEEE-Bremen, OceanObs09 (with WHOI 
support) and Oceans09)


� Coordination with DIF team for QC requirements


http://q2o.whoi.edu








Coastal Inundation Project Description 


• Team members from National Weather Service (NWS) National Hurricane 
Center (NHC), NWS Weather Forecast Offices (WFOs), the NWS’s 
Meteorological Development Laboratory (MDL), the NOS Center for Operational 
Oceanographic Products and Services (CO-OPS) and the IOOS Program


• Project designed to address assumption that integrating data across NOAA 
from various sources and applying standards for the integration adds value to 
the NWS storm surge operation 


• Coordination began last year, work began this calendar year with a series of 
monthly “releases” evaluated by the customers (NWS)


• Operational version released end of June 2009 to all coastal WFOs and 
NHC for evaluation during this hurricane season; training session planned and 
hosted by NHC 


SLOSH Display Program 2009
2


Graphs for NOS/NDBC stations 
depict observed water level and 
winds, various datums including 
MLLW, HAT, NAVD-88, predicted 
tide and surge, calculated residual, 
and storm tide 


Observed water level, winds, 
and computed residual 
displayed on the map at each 
station. (Water levels that 
exceed HAT are red.)


SLOSH Display Program IOOS Observation-
Based Enhancements


SLOSH Display Program 2009


– Arrow


– Zoom In


– Zoom Out
– Pan


– Ruler


– Inquire All
– Probe


– NOS Station Probe


– Text Editor
– Subtract Land


– Previous Zoom
– Full Zoom


Configuration bar


Toolbar


New SDP GIS- Based Capabilities Coastal Inundation Project Milestones and Challenges


• Key remaining milestone – evaluate the value of integrated data for NWS 
storm surge operation through quantitative measures and qualitative assessments 
by NHC and WFOs


• Challenges –
• Configuration management of DIF/DMAC data sources
• Current project architecture may not support all potential customers
• Lack of “approved” customer requirements that are prioritized
• Differences in project planning approaches
• Coordinating effectively across NWS and its various entities







Coastal Inundation Project Next Steps and 
Recommendations


• Produce evaluation assessment by end of 2009


• Develop a list of potential additional enhancements from key partners and 
additional users that focus on additional data sets or storm surge model outputs 
(IOOS contributions) 


• Obtain an “approved” prioritized list of requirements for storm surge


• Evaluate this project and potential additional enhancements in light of other 
ongoing surge projects








Regional Coastal Inundation Projects


1. Four projects funded as part of FY07 Federal Funding Opportunity; funding 
continues through FY10


2. Projects:
1. A Regional Storm Surge and Inundation Model Test Bed for the 


Southeast Coastal Ocean Observing System Regional Association
Lead Principle Investigator:
University of Florida/ Dr. Peter Sheng (pete@coastal.ufl.edu)


2. A Prototype Operational Modeling System for Waves, Coastal Currents, 
Inundation and Hydrologic Flooding for Eastern North Carolina
Lead Principle Investigator:
University of North Carolina at Chapel Hill/ Dr. Richard Luettich 
(rick_luettich@unc.edu)


3. Chesapeake Inundation Prediction System (CIPS): Flood Forecast 
Prototype for Coastal-Bay-Estuary Resiliency to Storm Surge
Lead Principle Investigator:
Chesapeake Bay Research Consortium/Kevin Sellner (sellnerk@si.edu)
and Chesapeake Bay Observing System (CBOS)/Elizabeth Smith 
(exsmith@odu.edu)


Regional Coastal Inundation Projects


4. Development of the Northeast Regional Coastal Ocean Observing System
Lead Principle Investigator:
Woods Hole Oceanographic Institution/ Dr. John Trowbridge 
(jtrowbridge@whoi.edu)
* Focus of storm surge work is FVCOM model (Bob Beardsley)








CoastWatch DIF Status
August, 2009


• Operational Data
– THREDDS 4 (with WMS)
– Gulf of Mexico Albers
– Gulf of Mexico Mercator
– Explicit conversion to NetCDF


• Demo of Implicit Conversion from CWHDF
– Implementation not complete
– Static data for CW NorthEast region
– See me for the URL


• Question: Separate announcement list for CW OC or 
integrated list








DIF HAB-FS PROJECTS - BACKGROUND


� Projects are based on the existing operational system for the Eastern 
Gulf of Mexico – Harmful Algal Bloom Forecast System (HAB-FS)


� existing HAB-FS output is in the form of a HAB Forecast Bulletin:


� contains an operational forecast of bloom extent, transport, 
intensification, and impact over 0-3 days;


� analysts consider winds but not surface currents when forecasting 
a bloom’s transport;


� is used by local decision makers and the general public to inform 
regional public health and safety decisions


� Two separate DIF customer projects to improve HAB forecasting


HAB-FS PROJECT PHASES


� Phase 1  - Integration of surface currents to operational bulletin software


� Ingest surface currents data from CO-OPS and NDBC into existing HAB-FS 
bulletin software using data standards and protocols adopted by the DIF


� Resulted in reliable access to integrated surface currents data served by 
NDBC and CO-OPS, and ingestion and display of that data into the 
operational HAB-FS bulletin generation application


� Phase 2 – Integration of modeled currents into enhanced transport model 


� Modeled currents from CSDL are ingested into a spatially-articulated 
transport model (not currently in use in the operational HABS-FS) to 
enhance the HABS-FS.


� Attempts to provide graphical forecast of HAB transport and 
northern/southern extent.


HAB-FS PROJECT COLLABORATION


Phase 1:
� IOOS DIF team;
� National Centers for Coastal Ocean Science (NCCOS) / Center for 


Coastal Monitoring and Assessment (CCMA);
� Center for Operational Oceanographic Products and Services (CO-


OPS);
� Coastal Services Center (CSC) 


Phase 2: 
� IOOS DIF team;
� NCCOS / CCMA;
� Office of Coast Survey (OCS) / Coast Survey Development Lab 


(CSDL)


HAB-FS PROJECT DESCRIPTION


Existing Operational HAB-FS Bulletin:


1. Satellite imagery and sampling 
data provide chlorophyll 
concentration


2. HAB Forecast is 
textual and based on 
analysts’ assimilation 
of available data:


“Today through Thursday 
patchy very low to low 
impacts are possible in 
Pinellas, Manatee, 
Sarasota…counties.”


“Continued southern 
transport and/or 
expansion of the bloom 
is expected.”







HAB-FS PHASE 1


Web-based HAB-OFS Bulletin Software


Current observations in the last three days (72 hours). Observations are divided into three time periods, including 00-24, 24-48, 48-72 
hours. Three virtual drifting paths are calculated from the observations of current direction and speed. All station icons, drifting paths, 
and observations (displayed along the virtual drifting paths) are clickable. Currents data are obtained through NDBC and CO-OPS' web 
services. 


Data source (XML): NDBC :: CO-OPS
Overlay layer (KML): Current stations, virtual drifting paths, and observations


HAB-FS PHASE 1


DIF Enhanced HAB Forecast :


Chlorophyll 
concentrations 
from bloom 
polygon will be 
extracted


*Enhanced 
HAB forecast 
intended to 
AUGMENT 
(not replace) 
existing 
forecasts


Transport 
model 
results 
provide 
input to 
an 
enhanced 
HAB
forecast* 


Tran
mod
resu
prov
inpu


lygon will be 
tracted


HAB-FS PHASE 2 HAB-FS Phase 2 OUTPUT







HAB-FS PHASE 2 POTENTIAL BENEFITS


� Development of a probability based, spatially-articulated 
bloom transport and extent estimate


� A measurable increase in the spatial and temporal accuracy 
(skill) and precision (reproducibility) of HAB forecasts


� Extension of forecast temporal range from 3 days to 5 days 
and more


� Increased HAB forecast objectivity


HAB-FS PROJECT STATUS


Phase 1 (ended):
� in-situ currents observations  provided by IOOS are now being ingested into the HAB-OFS 


bulletin software, and then displayed visually for bloom analysis in the HAB-FS software 
using an integrated Google Maps application;


� analysts use the IOOS currents data to analyze the potential transport and extent of a 
confirmed or potential harmful algal bloom over the past 72 hours when remote sensing 
chlorophyll data is unavailable for any reason


� analysts use the currents data in conjunction with the marine forecasted winds to form a 
nowcast prediction of the relative direction the bloom may have transported in over the past 
72 hours. 


� transport and intensification nowcasts are included in the bulletin analysis text in order to 
give coastal resource managers an idea of the bloom possible location and intensification. 


While the currents data allows the analysts to better form 
a nowcast prediction for blooms, this can only be done if 
a bloom is located in the vicinity of a currents station.


give coast


Whi
a no
a blo


tensification. 


orm 
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HAB-FS PROJECT STATUS


Phase 2 (in progress):
� NDFD Wind forecast data and HF Radar Currents observation data have been 


excluded due to the limited funding, resources and data availability.
� Historical blooms have been reviewed, time periods for the hindcast analysis 


have been selected, and corresponding satellite imagery collected.
� Benchmark metrics and baseline have been identified
� CSDL team has generated the modeled currents data sets using the ROMS 


high-res model.
� NCCOS CCMA team ran simulations in GNOME particle tracker coupling the 


output from CSDL's hydrodynamic model and the derived remotely sensed 
image product for the selected bloom events.


� The results of the transport model runs are being processed, and the report is 
being compiled. The report delivery is due by the end of Sep. 2009. However, 
due to some modeling problems, the skill assessment and report may be slightly 
delayed.


HAB-FS PROJECT CHALLENGES AND LESSONS LEARNED 


� Wind forecast data and HF Radar Currents observation data were not 
available for the selected historical blooms.


� Several time gaps were identified in the wind data inputs for the high-res 
currents model. The gaps partially overlapped periods of the selected 
blooms, and thus harmed the GNOME simulations.


� Some test runs of the GNOME model indicated that currents may be less 
important than winds for HAB move and expansion.


� The high-res currents model has polygon boundary limitations, which cripple 
the capability of the transport model to adequately predict bloom trajectory, 
and presents limitations in performing robust statistical analysis.


� The scope of GNOME runs has moved from simple tracking the bloom spot 
center of mass to more sophisticated methods of tracking the bloom edges.


� A physical nature of the GNOME model does not allow taking into account 
biological aspects of HAB development.


� Some techniques that were tested in this project have already been used in HAB-FS
development at Lake Erie and showed certain level of success.







HAB-FS PROJECT NEXT STEPS/ RECOMMENDATIONS


It seems to be premature to make
conclusions and recommendation based just
on preliminary results of limited GNOME runs.


The upcoming report will provide a necessary
input to fuel a discussion of the future
development.








Regional DIF/DMAC Implementation


IOOS REGIONAL ASSOCIATIONS


NANOOS


PacIOOS CaRA
GCOOS


NERACOOS


SECOORA


AOOS


GLOS


SCCOOS


CeNCOOS


MACOORA


• All 11 IOOS Regions 
participating in Regional 
DIF/DMAC 
Implementation


• 100% THREDDS 
Server Implementation


• On track to have 
SOS Web services 
implemented in five 
Regions by September 
2009.  


Regional DIF Implementation Status
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DIF CORE VARIABLE CV: Water Temperature CV: Water Level CV: Salinity CV: Surface Waves
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DIF CORE VARIABLE CV: Surface Winds CV: Surface Currents CV: Ocean Color CV: Model Data Output
SERVICE TYPE SOS WCS WMS DAP SOS WCS WMS DAP SOS WCS WMS DAP SOS WCS WMS DAP


AOOS


CARA


CENCOOS


GCOOS


GLOS


MACOORA


NANOOS


NERACOOS


PACIOOS


SECOORA


SCCOOS


• Tracking tool to 
measure the status 
of the SOS and 
THREDDS Server 
Implementations


• 42 of 189 eligible 
services are 
“operational”


• Depending on 
the variable, 5% to 
50% of the services 
have been 
implemented, 
collectively, by the 
regions.    








DIF Registry and Catalog
Working Group


Overview


Background
• Charge to Working Group
• Members


• Context


Relevant Technologies and Projects
• Opportunities and Limitations


Working Group Recommendations 


Working Group Charge


Review the DIF requirements related to Registries
and Catalogs, survey relevant technologies and
projects, and produce recommendations for the IPT.


Working Group Members


John Ulmer 
Matthew Howard 
Eric Bridger 
Lewis McCulloch 
Daniel Martin
Carmel Ortiz 
Alex Birger 
Jeff de La Beaujardiere







Some Context: Requirements


High Level or Coarse Resolution Data/Service Discovery 


• Must be available and responsive to update by registrar.


• Inclusion indicates data provider meets qualification criteria.


• Provides human interface to SOA – high level descriptions of 
available services at the Registry level. 


• Provides machine interface to SOA – readable and actionable high 
level descriptions of available services at the Registry level.


• Describes service interface.


• Describes general temporal and spatial extent of holdings and 
available observedProperties.


Some Context: Requirements (cont’d.)
Low Level or Fine Resolution Data Discovery/Examination
• Supports examination of candidate data sets for appropriate-use 


considerations (appropriate QA/QC, adequate resolution, 


appropriate/consistent measurement techniques, calibration, etc.)


• Content must originate at the data provider.


• Both data sets and data services must be documented with FGDC or ISO 


metadata.


Some Context: Requirements (cont’d.)


Catalog


Repository of controlling documents such as schemata, data 
dictionaries, process control documentation, etc.


More Context: Catalog or Registry?


What are we talking about?


From eb/RIM profile of OGC CSW Spec.


The terms ‘catalog’ and ‘registry’ are often used interchangeably, but, 
the following distinction is made in this application profile: a registry is a 
specialized catalogue that exemplifies a formal registration process...  
A registry is typically maintained by an authorized registration authority 
who assumes responsibility for complying with a set of policies and 
procedures for accessing and managing registry content.







More Context: Drivers


Short-term Drivers


• Limited resources (money, people, time).
• Modest functional needs.
• Small community of involvement (single federal agency + regions)
• Consideration of transition to long-term strategies


More Context: Drivers


Long-term Drivers
• More resources possible, but still likely limited
• Expanding functional needs.


• Higher resolution data (temporal and spatial).
• Additional observed properties.
• Rigorous system monitoring and reaction.
• Continuity of Operations requirements at the central and data 


provider levels.
• Span numerous federal and non-federal data providers


Relevant Technologies & Projects
GEOSS


• Has a registry of services.
• NDBC and CO-OPS services are registered.
• Lacks some fields identified by the WG as desired.


Geodata.gov
• Good repository for data set level and service level metadata records.
• Interaction with GOS is not trivial.


NOS Data Explorer – An NOS Data Portal
• The DE project is beginning an effort to rewrite their portal software based on the 
ESRI Portal Tool Kit.  
• Their metadata domain is limited to NOS.
• Their software maybe available and appropriate for use by the DIF once completed.  


IOOS Observation Registry
• Enjoys wide regional support.
• Data model overlaps the DIF Registry needs significantly.
• Future is unknown.


Relevant Technologies & Projects
OGC Catalog Service for the Web (CSW)


• Certainly relevant, but, is a high level fairly abstract specification that will require 
significant development of implementation level detail.
• eb/RIM adds some specificity to CSW, but, is not trivial and will require significant 
investment to determine potential utility.


Relevant ISO Metadata Specifications
• ISO 19135 – defer to Metadata Working Group
• ISO 19115 – defer to Metadata Working Group
• ISO 19119 - Directly relevant to the DIF Service Oriented Architecture


- Offers data model and vocabulary for DIF implementation
- Requires some content beyond what RoS working group identified for the 
Registry.


NOAA’s GEO-IDE FY 2010 Project (workshop to follow IOOS IPT)
• Project is working on a unified access framework for NOAA’s gridded 
datasets utilizing THREDDS
• Project just getting started so opportunity is there to coordinate and leverage 
development efforts







DIF SOA Registry Content


Fields Adopted from the Observation Registry Record Schema
• operator
• operatorURI
• observedProperty(ies)


• startDate 
• endDate 
• (location)


• serviceDescription
• serviceType (DAP, SOS, WCS, WMS, other?)
• serviceURI


Location elements in Obs. Registry are sensor specific.  RoS will 
need bbox of all sensors available via the service.


Registry Content in ISO 19119
Obs Registry Element ISO 19119 Element
operator SV_ServiceProvider : providerName
operatorURI n/a
observedProperties SV_parameter : Name
startDate n/a
endDate n/a
serviceDescription SV_ServiceIdentification : serviceType 
serviceURI SV_OperationMetadta : connectionPoint
Bounding box MD_DataIdentification: geographicBox


Conceptual Registry Record Structure
<?xml version="1.0" encoding="UTF-8"?>
<DIFDataProviders 
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 
xsi:noNamespaceSchemaLocation="RoS_Schema_Example_20090805.xsd">
<registrant>
<providerName>NDBC</providerName>
<observedProperties>
<observedProperty>
<name>Winds</name>
<startDate> 2003-07-04T00:00:00Z</startDate>
<endDate/>
<geographicBox/>


</observedProperty>
<observedProperty>
<name>Salinity</name>
<startDate> 2003-07-10T00:00:00Z</startDate>
<endDate/>
< geographicBox />


</observedProperty>
</observedProperties>
< serviceIdentification >
<serviceType>SOS</serviceType>
<connectPoint>http://url.to.service.endpoint</connectPoint>


</ serviceIdentification >
</registrant>


…







Conceptual Registry Record Structure
…
<registrant>
<providerName>CO-OPS</providerName>
<observedProperties>
<observedProperty>
< name >Winds</ name >
<startDate> 2003-07-04T00:00:00Z</startDate>
<endDate/>
< geographicBox />


</observedProperty>
</observedProperties>
<serviceIdentification>
<serviceType>DAP</serviceType>
<connectPoint>http://url.to.service.endpoint</connectPoint>


</ serviceIdentification >
</registrant>
<registrant>
<providerName>AOOS</providerName>
<observedProperties>
<observedProperty>
< name >Winds</ name >
<startDate> 2003-07-04T00:00:00Z</startDate>
<endDate/>
< geographicBox />


</observedProperty>
</observedProperties>
<serviceIdentification>
<serviceType>WCS</serviceType>
<connectPoint>http://url.to.service.endpoint</connectPoint>


</serviceIdentification>
</registrant>


</DIFDataProviders>


DIF SOS 
End Point 2


getCapabilities


getObservations


describeSensor/
metadata


DIF SOS 
End Point 1


getCapabilities


getObservations


describeSensor/
metadata


DIF WCS 
End Point 1


getCapabilities


getCoverage


metadata


THREDDS
Catalog(s)


DIF DAP
End Point 3


DIF DAP
End Point 1 DIF WCS 


End Point 2


getCapabilities


getCoverage


metadata
DIF DAP


End Point 2


DIF Client Application


Services?
(parm, time, bbox,


data-type)


Registry of Services


ObsRegistry


List of
Services


Service
Description?


Service
Description


Registry of 
Services
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Working Group Recommendations


Establish an administrative process and registrar to manage DIF data 
providers.  Elements would include:  


• A standardized testing process. 
• Articulated requirements for compliance.


• Minimum content for each service type.
• Minimum level of continuity of service.
• Minimum server performance.


• Communication mechanisms with existing and candidate data 
providers.
• Monitoring of data provider performance for compliance.
• Standardization of interfaces to underlying catalogs (THREDDS 
and Obs Registry).


Working Group Recommendations


Catalog


Consolidate administrative, process control, schema, data 
dictionaries, and other documents relevant to the design and 
operation of the DIF SOA into a single location (physical or 
virtual).


Working Group Recommendations


Implement a Simple Registry of Services


• Online XML Listing of data providers.
• Manually maintained list of data providers as determined by the 
registrar. 


• Registry of Services
• Automatically populated listing of services available from those 
providers pulling data from Obs. Registry and THREDDS catalogs.
• Supports queries on observedProperty, time range, bounding 
box, and dataType (in-situ, model, remotely sensed).
• Returns a list of servers containing relevant data.
• Returns a description of a specific service.


Working Group Recommendations


• Transfer this work to a permanent body for further development.
• Map and bridge dependencies between DIF Service Registry 
and THREDDS and Observation Registry content.


• Continue collaboration with GEOSS.
• Continue collaboration with NOAA’s GEO-IDE initiative 
• Continue collaboration with the Observation Registry.
• Support a proof-of-concept level project to fully explore the 
the OGC Catalog Service for the Web (CSW) and eb/RIM.


• Incorporate relevant ISO metadata standards into DIF/DMAC 
development.








Problem: stovepiped access limits comparison, 
assessment and utilization of model results


The GoMOOS 
Nowcast/Forecast 
Circulation Model 
(University of  Maine)


Data Interoperability Model


Comparing Models with Data in Matlab


Model 1: UMASS-ECOM Model 2: UMAINE-POM Data: SST  2008-Sep-08 07:32








• Began as pilot project (2007-2010)
– First spiral of IOOS data management development
– Evaluate in FY 2010


• Limited scope for reduced risk
– 3 data providers and 4 customers
– 7 core variables


• Currents, Temperature, Salinity,
Water Level, Winds, Waves,
Ocean Color (chlorophyll)


• See http://ioos.gov/dif/ for:
– Links to data access services
– SOS schema and software 
– Systems engineering documents


Data Integration Framework (DIF)


(Graphic by i3 Aerospace Technologies Pty Ltd
– used with permission) 


IOOS DIF Project Data Providers


Satellite Ocean Color 
(Aqua MODIS)


National Environmental Satellite, Data, and Information Service (NESDIS)
CoastWatch


National Water Level 
Observation Network


(NWLON)


Physical 
Oceanographic Real-


Time System (PORTS) 


National Ocean Service (NOS)
Center for Operational Oceanographic Products and Services (CO-OPS)


NWS 
Buoys


IOOS 
Regional 


observations


Tropical 
Atmosphere 


Ocean 
(TAO) Buoys


Deep-Ocean 
Assessment and 


Reporting of 
Tsunamis (DART)


Surface Currents 
from High-
Frequency 


Radar (HFR) 


National Weather Service (NWS)
National Data Buoy Center (NDBC)
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In-situ data (buoys, 
piers, towed sensors)


Gridded data (model 
outputs, satellite)


OGC Sensor 
Observation Service 


(SOS)


OpenDAP and/or
OGC Web Coverage 


Service (WCS)


XML based on OGC 
Observations and 


Measurements (O&M)


NetCDF using Climate 
and Forecast (CF) 


conventions


Images of data OGC Web Map Service 
(WMS)


GeoTIFF, PNG etc.
-possibly with 


standardized styles


[*OGC = Open Geospatial Consortium]


Data Type Web Service Encoding


Web Coverage Service & OPeNDAP


Satellite Ocean Color 
(Aqua MODIS)


National Water Level 
Observation Network


PORTS®


Data Provider Implementations
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NDBC


NDBC DAC 
(buoys):


C-MAN, VOS, NOS 
NERRS, etc.


IOOS DAC:
Regional 


observations


TAO DAC:
Tropical 


Atmosphere 
Ocean


DART DAC:
Deep-Ocean 


Assessment and 
Reporting of Tsunamis


Sensor Observation Service


High-Frequency 
Radar (HFR) 


surface currents


Web Coverage Service
& OPeNDAP


IOOS Data Standards


CO-OPS
Sensor Observation Service


IOOS Data Standards


Web Coverage Service & OPeNDAPCoastWatch
IOOS Data Standards


NDBC Data Assembly Centers (DACs)


IOOS Regions
(SECOORA, GCOOS, 


others)


Sensor Observation Service


Federal, State, Local, 
and Industry data


IOOS Data Standards


PROGRAM DATA IOOS DATA


Temperature


Waves


Winds


Water 
Level


Currents


Salinity


Ocean Color
(chlorophyll)
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Models
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Data Provider Status


NDBC
(incl. Collections)


SOS TDS


CO-OPS


SOS


CoastWatch


TDS


CSDL


TDS 


AOML


TDS


NANOOS


TDS


NERACOOS


TDS


PacIOOS


TDS


SCCOOS


TDS


CeNCOOS


SOS


SECOORA


SOS TDS


AOOS


SOS TDS


GCOOS


SOS TDS


Note: TDS = OpenDAP+WCS


ERDDAP


SOS DAP


OSMC


SOS DAP


WMS • Standardized data access services implemented at
operational data providers
– SOS: Point, Profile, Time Series, Collections
– OpenDAP/WCS: Regular Grids


• Implementing detailed metadata for sensors, platforms, 
systems


• SOS, WMS, WCS submitted as IOOS standards
– Need to document SOS Profile for ocean observations


• In planning: Expansion of DIF towards IOOS
– Service types (Registry, Catalog, …)
– Data types (trajectory, unstructured grid, imagery)
– Data providers, data customers


Summary


See http://ioos.gov/dif/


Backup Slides
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Sensor Systems


SOS for in situ Observations


SOS
(Sensor


Observation
Service)


Table of
Contents


Procedure
Metadata


Data Values
Data


Provider


Metadata


Quality
Control


Observations


SensorML


Obs. & Meas. (O&M) XML


Capabilties XML







SOS GetObservation Response
XML Encoding of In-Situ Data
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XML
Extensible Markup Language


Generic method for structuring text data


OGC GML
Geography Markup Language


XML that can represent any geospatial feature


OGC O&M
Observations and Measurements Model


GML that describes the act of measuring real-world 
phenomena and the result of the measurement


specialized
by


specialized
by


IOOS Data Model for Time Series at a Collection of Points


• Collection
– Station 1


• Time 1
– quantity 1
– quantity 2


• Time 2
– quantity 1
– quantity 2


– Station 2
• Time 1


– quantity 1
– quantity 2


• Time 2
– quantity 1
– quantity 2
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Collection
Bounding box
Time range
# of stations


Station
# of times


Date/Time
Time-dependent
metadata
# of quantities


Quantity
Name
Units
Value


1..*


1..*


1..*


Station 
Metadata
ID (URN)
Name
Location
Procedure IDs
Static metadata


1


Scalable translation service (NSF OOI/CI)


XSLT  templates


Format Conversion Tools
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Sensor
Observation


Service


CSV


CSV
HTML


Table of Contents


Data Values


KML


SOS


DAP


etc


ERDDAP


CSV


HTML


KML


Spreadsheet


Virtual Globe


Science App


Browser


NetCDF


KML


IOOS Metadata Linkage Model
(Sensors, Stations, Networks, Datasets and Services)


12


Sensor
Sensor Type


instances


Network


type


station
QC procedures


Procedure 
description


Station


StationType
instances


type


group
sensors


members


phenomenonDataset


applicable to


Obs system


ISO 19115


SensorML


SensorML


Service


network


OGC CapXML


Online 
resource


WSDL
ISO 19119


station
sensor


THREDDS


(make/
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• SOS and O&M specs are fairly general
– Need community specialization/restriction


• IOOS adopting, defining or researching practices:
– O&M schema
– KML+JSON (Javascript Object Notation)
– URIs for sensors, stations, networks, CRS, phenomenon 


names
– HTTP GET request encoding
– SensorML metadata
– Observation Offerings


SOS Profile/Best Practices
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• Each station (buoy, fixed sensor package) is a separate Offering 
from the SOS
– Allows requests for data from 1 station at a time


• Multi-station Offerings:
– “All stations” Offering


• User specifies bounding box instead of station ID
– Soon: program-specific or event-specific Offerings


• E.g., “all Hurricane Katrina data”
– Maybe: phenomenon-specific Offerings 


• E.g., “all temperature data”
• Offering includes ID and English name


– gml:name = ID
– gml:description = name


• May replace multiple sensor IDs per offering with single station ID


IOOS Practice: Observation Offerings
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• Using URNs for IDs of sensors, stations, networks (URN 
= Uniform Resource Name)


• Following “OGC Definition URN” practice
• Examples:


– urn:x-noaa:def:network:noaa.nws.ndbc::all
– urn:x-noaa:def:station:noaa.nws.ndbc::21418
– urn:x-noaa:def:sensor:noaa.nws.ndbc::21418:tsunameter0


• Also using URNs for EPGS CRS identifiers
• Using URLs for phenomenon names


– Adopting MMI/CF URLs: 
http://mmisw.org/ont/cf/parameter/sea_water_temperature


– Allow trailing component as abbreviation 
(sea_water_temperature)


IOOS Practice: Identifiers
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• Supporting both HTTP POST requests and HTTP GET
– HTTP POST defined in spec, GET left out
– Mostly following Oceans IE Best Practice for GET


• For Bounding Box, using FOI that could be a BBOX or (in future) 
a named FOI: 
featureofinterest=BBOX:minlon,minlat,maxlon,maxlat


IOOS Practice: GetObservation Request
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WCS and/or OpenDAP for
Gridded Data and Model Outputs
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Regional Portal


data access service
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IOOS Architectural Layers
and Relationship to IOOS “Subsystems” and ISO Model
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Observing Systems


Data Providers


Data Access Services


Utility Services


Client Components


ISO 3-Layer Model
(International Organization for Standardization)
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User Interface Tier


Observing Systems


Data Management
and Communications
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Modeling & Analysis


IOOS “Subsystems”
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IOOS Data and Metadata Types
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Ocean Properties (Temperature, Salinity, Currents, Waves, Chlorophyll,


Sampling Feature Types (Point, Profile, Trajectory, Reg Grid, Unstructured Grid)


Data Encoding Conventions (GML, KML, O&M, SWEC, CSML, NetCDF/CF)


Collection Types (Time Series, Multi-Station Obs)


Information Viewpoint from Reference Model for Open Distributed Processing (RM-ODP)


Sensor/Platform Metadata (SensorML)


QA/QC Metadata (QARTODS/Q20)


Discovery Metadata (FGDC, ISO 19115/19139)


Service Metadata (OWS Capabilities XML, ISO 19119)


Controlled Vocabularies (CF, MMI, OGC, GCMD, URNs)


IOOS DIF Customer Projects
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Coastal Inundation: Sea, Lake and 
Overland Surge from Hurricanes (SLOSH) 
model


Harmful Algal Blooms: HAB Forecast 
System (HAB-FS)


high


low


HAB Intensification Potential


Integrated Ecosystem Assessments: 
Environmental Research Division Data 
Access Protocol (ERDDAP) application


Hurricane Intensity: Real-Time Ocean 
Forecast System (RTOFS-Atlantic)







Additional IOOS DIF Customers (in progress)
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Google: Standardized access to 
observations for Google Oceans
� Exploring KML+JSON


Tsunami scientists: Prepackaged 
collections of event-specific 


observations from DART buoys


Screenshot of Google Earth


Travel time map for November 29, 1975 tsunami in Hawaii (NOAA NGDC).








   
   


 NOAA IOOS Program 
Data Integration Framework Project 


Integrated Products Team 
Summer Workshop – August 11-12, 2009 


 
 


EXECUTIVE SUMMARY 
 
 


The annual NOAA Integrated Ocean Observing System (IOOS) Integrated Products Team (IPT) Summer 
Workshop was held at the NOAA IOOS Program Office in Silver Spring, MD on August 11 & 12, 2009.  
The workshop provided an opportunity to inform attendees on current status of IOOS work and for 
attendees to make recommendations on DIF/DMAC direction in FY2010 and identify technical problems 
in need of solution.   
 
The workshop was attended by a majority of the IPT, and for the first time included non-NOAA 
participants including the Environmental Protection Agency, United States Geological Survey, United 
States Army Corps of Engineers, and United States Navy; IOOS Regional Data Management leads; IOOS 
Grantee PIs; NSF/OOI-CI; and Unidata. The workshop agenda is in appendix one and full attendees list in 
appendix two of this report.  A more detailed summary of the workshop is found in the following report.  


 
1. KEY WORKSHOP THEMES  


• DIF to DMAC expansion 
• Coastal to global connections 
• Client applications and data use 
• SOS implementation issues 
• IPT governance 


 
2. DIF STATUS 


The DIF is entering the final year of its three-year risk reduction project lifespan.   
• DIF overview:  Three NOAA data providers: NDBC (Buoys), CO-OPS (NWLON 


stations and PORTS®) and CoastWatch (Ocean Color Images) and eight IOOS Regional 
Associations have implemented DIF services.  NDBC, CO-OPS and CoastWatch are 
providing data in the NOAA IOOS DIF format to four customer decision support tools 
(Hurricane Intensity, Coastal Inundation, HABs, and IEAs).  add which data/types here? 


• Three services have been recommended: OGC SOS, OPeNDAP or OGC WCS and OGC 
WMS for in situ/point/ and gridded data?. 


• Regional Association Implementation: Five of eleven Regional Associations have 
implemented at least one DIF services and at least one THREDDS data server is 
operating in all 11 IOOS Regions.  


• Customer Application Updates:  
o Coastal Inundation: SLOSH Display enhancements have been completed and 


presently in use by NWS WFO’s TPC and the emergency management 
community.    


o Hurricane Intensity: Model runs for all three test cases have been completed 
and will be evaluated to determine value of additional data for hurricane intensity 
forecast.  An evaluation assessment report will be produced by the end calendar 
year 2009.     


o Harmful Algal Blooms: Phase two of the Harmful Algal Bloom project has been 
completed: the results of the transport model runs to determine impact of 
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modeled current data on forecasting the geographical (north/south) extent of a 
bloom have been evaluated.  A final report is due by the end of September 2009.     


o Integrated Ecosystem Assessments: Update on Environmental Research 
Division Data Access Protocol (ERDDAP) Enhancements:  WMS server, SOS 
server and SOS client implementations are all 90% complete.  Future work will 
include integration of ERDDAP with NCDDC’s Regional Ecosystem Data 
Management (REDM) application to provide both data search and data access 
capability.    


 
3. IDENTIFIED ACTIVITIES AND RECOMMENDATIONS 


• Document best practices; verify and validate DIF implemented services 
• Stronger global connection needed.  Intersect with GTS data stream.  Inclusion of more 


IOOS data on GTS and better integration of data on GTS into applications.   
• Register/ certify data providers;  
• Identify next customer application (Ecological/biological; hydrological) – recommend 


this is a significant item itself 
• SOS Implementation 


o Obtain better understanding of Web services selected for DIF before making 
additional investments.   
 Action:  Evaluate value of implementations to customers, usefulness to 


developers  
o SOS implementation issues:  


 Differences in services implemented on regional servers.   
 Concern with SOS capability to handle large data responses/fields 


o Improved configuration control and notification procedures 
 Action: Include CoastWatch configuration change announcement with 


SOS Web services configuration change alert message (i.e. email).  
• Enable data ingestion by common client applications (e.g. MatLab and ArcGIS) 


o Look for “low hanging fruit” based on needs and readiness of 
developers/customers 


o Focus on ecological assessment focused applications. 
• Registry 


o Registry-type needed for DIF/DMAC needs to be formalized. 
o Identify mandatory metadata fields (at minimum, which fields that cannot be 


captured at this junction of DIF/DMAC development) 
o Support high level discovery on registry such as Geospatial one-stop.   
o Work more closely with Marine Metadata Interoperability (MMI) to address 


vocabularies and ontologies 
o Leverage existing or emerging registry (e.g. OOI) if possible 


• Metadata 
o Document content required to support all data related capabilities and services 


and focus on priority services 
o Lead development of tools for translation existing metadata to ISO standard and 


connect with DIF services 
• Archive 


o Work is needed to improve data input to the archive.   
o Make available historical data holdings through SOS Web services  and/or other 


means (OpenDAP/THREDDS).  Improved data access to long-time scale, 
historical data. 
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• IOOS Observing Registry: The registry is transitioning operation from NOAA Marine 
Sanctuaries to the NOAA IOOS Program.  No decisions have been made on the future of 
the registry although it should include federal and other assets.      


• Demonstration Tool: an end-to-end data integration demonstration needs to be developed. 
• IPT Governance:  need increased customer representation; what will be the future IPT 


construct?   
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NOAA IOOS Program 
Data Integration Framework Project 


Integrated Products Team 
Summer Workshop – August 11-12, 2009 


 
 


WORKSHOP REPORT 
 


Purpose: (1) To inform attendees of current status of IOOS work; (2) to obtain  strategic 
recommendations on next steps in FY2010 for customer projects, data providers, additional 
service types, etc given limited disposal income, existing staff and IPT volunteerism; (3) identify 
technical problems in need of solution. 
 


 
Day 1 – August 11, 2009  


 
1. Welcome, Introductions, Q&A – Zdenka Willis, Director, NOAA IOOS Program 


a. Collaboration is an essential part of the effort.   
b. Meeting with Dr. Lubchenco in late September - charge is to continue moving forward 


Science based discussion are taking place in the administration.  Two opportunities 
identified:Marine Spatial Planning and Climate Services; Two Challenges: Satellites and 
Overfishing.  A fifth opportunity is in the area of arctic.   


c. Ocean Task force is looking at ocean governance.  Ocean observing aspect will be a key 
recommendation.    


 
2. Data Integration Framework (DIF): Present Status  
 


a. DIF Data Provider Status (Jeff DLB/ Rob R.) 
• Jeff presented an overview of the DIF: Limited-scope, three-year risk reduction 
 project to show value of integration by integrating seven core variables (waves, 
 ocean color, wind, water level, currents, temperature, and salinity) provided by 
 three data providers NDBC (Buoys), CO-OPS (NWLON stations and PORTS®) 
 and CoastWatch (Ocean Color Images) with four customer decision support 
 tools (Hurricane Intensity, Coastal Inundation, HABs, and IEAs).  
• Three services have been recommended: OGC SOS, OPeNDAP or OGC WCS 
 and OGC WMS.  
• Regional Association Implementation: Five of eleven Regional Associations 
 have implemented at least one DIF services and at least one THREDDS data 
 server is operating in all 11 IOOS Regions.  
 


b. Testing verification and validation of services 
• John Ulmer (CSC) has tested NDBC and CO-OPS servers and several regional 


servers to determine how data interoperability that presently exists at the data 
provider level.  Draft materials have been assembled comparing interoperability 
before and after DIF implementation at NDBC and CO-OPS.  Netcheck is an 
existing tool that can be used to verify and validate interoperability between data 
sets.   
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• In FY 2010, a formalized approach for testing and validating ocean color will be 
done.    


• To gauge the performance of the system, an on-going, system wide monitoring is 
needed.    


  
3. DIF Data Provider Implementation  
 


a. Discussion  
• Archived data: Efforts are already underway to improve access to data from the 
 archive.  It would be beneficial to focus on how to improve data input into the 
 archive.  
• Metadata about network of data is minimal: 


 IEAs need long term time-series data sets.  Services that can provide  
  local geographical areas have not been addressed.   


 Service Metadata is an aspect that has not been examined, but should. 
• Have services (WCS) been implemented in identical fashion at all installations?  
 Implementations may not be identical in all regions because of different 
 configurations required, but the output format is the same.  There was 
 disagreement that interoperability actually exists if implementation differs at 
 each regional data provider.  It was suggested that configuration change control 
 procedure could mitigate implementation differences.    
• Global Component: The global community needs to be more connected with 
 IOOS and IOOS needs to better explain how it relates to the global component.  
 The DIF planning process should include work toward stating more clearly its 
 relationship to the GTS and GODAE Servers and the global standards process.  
 Derrick Snowden asked: What is the “IOOS Standards Process” and how does it 
 connect with other emerging/existing standards processes?  How can it be part of 
 the WIS process? 
• The GTS is a huge opportunity for IOOS. 
• Ben Domenico pointed out that a problem affecting a large population is an ideal 
 topic for a use case.  The GTS/WIGOS is an ideal use case for resolving 
 integration from multiple sources.  The GTS data stream should be more widely 
 available for public consumption and there should be an effort to feed IOOS data 
 to the GTS that is not already being broadcast.   
 


b. CoastWatch Report (Phil Keegstra) 
• A THREDDS v.4.0 has been installed and serving data in an operational 
 capacity.   The limitations of explicit vs. implicit data conversion were explained 
 with some discussion.  A demonstration of implicit conversion from CoastWatch 
 HDF files was described.   
• Net CDF libraries have the ability to read multiple data sets.  They serve HDF-4 
 files through HTTP, but cannot serve netCDF files.   
• CF conventions are tied to netCDF files rather than HDF formats, which is 
 relevant to the metadata.  CF conventions are not relevant per OPeNDAP (“a 
 wire” protocol).  
• Phil asked for a decision on how change announcements for CoastWatch 
 protocols should be made.  It was agreed in this discussion that conversion 
 change announcements for CoastWatch Ocean Color data should be integrated 
 with the existing SOS implementation change announcement maintained by Jeff 
 DLB.    
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• Use cases for Ocean Color? HAB-FS for the Gulf of Mexico. 
 


c. IOOS Regional DIF Implementation  
• Regional DIF Implementation is being facilitated throughout the 11 IOOS RAs  


   and RCOOSs by the RA regional data leads as part of the coordinated Regional  
   DIF Implementation Team effort. 


• Reported status of DIF Implementation: more than 30% of eligible services are  
   operating, 5 of 11 RAs have at least service operating.  


• At least one THREDDS server is operating in all 11 IOOS Regions.   
• Discussion:  


 If different flavors of SOS are being implemented across the regions – is  
  this a hindrance to interoperability? 
 Accessible client software packages that can consume data is a void that  


  needs to be filled.  Perhaps, an end-to-end set of use cases is needed for  
  regional implementation? 
 If IOOS enables a reference library, this will help resolve the client  


  issues.   
 


d. Data Provider Summary: 
• Standardized data access services implemented at operational data providers. 


 SOS: profile, time series, collections 
 OPeNDAP/WCS: Regular Grids 


• Implementing Detailed Metadata for sensors, platforms, systems 
• SOS, WMS, WCS submitted as IOOS Standards  


 Need to document SOS profile for ocean observations  
• In planning: Expansion of DIF toward IOOS  


 Service types (Registry, Catalog…) 
 Data types (trajectory, unstructured grid, imagery) 
 Data providers, data customers 
 Connect more closely to global component/WIGOS/WIS (added in real- 


  time during workshop).  
 


4. DIF Customer Projects: Reports on Harmful Algal Bloom Forecast System (HAB-FS), 
 Coastal Inundation (CI), Integrated Ecosystem Assessments (IEAs) and Hurricane Intensity 
 (HI) 


 
a. Harmful Algal Bloom Forecast System (HAB-FS) 


• Two phased project to show value for making data interoperable.   
 Phase 1 – Surface current data from CO-OPS and NDBC were ingested 


into the existing HAB-FS bulletin software using DIF standards and 
protocols adopted by the DIF.   


 Phase 2 – In this phase, CSDL model currents data was integrated into a 
spatial- transport model to enhance the HABs-FS (not currently used in 
the operational HABS-FS).  The model transport runs are complete and 
the results will be used determine the impact of the modeled current data 
on forecasting the geographical (north/south) extent of a bloom have 
been evaluated.  A skill assessment report is due by September 30, 2009.   


 
b. Coastal Inundation Project Update: Enhanced SLOSH Display 
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• In use by NWS WFO’s, NWS TPC and Emergency Managers.  New additions 
 include graphs and anomaly data overlaid on top of the existing user interface. 


 
• Discussion:    


 A challenge has been to coordinate this activity.  Configuration 
management has not been established.   


 Planning strategies, existing models, level of effort need to be 
documented to reduce duplicity.     


 Coastal Inundation is a nice use case for demonstrating interdisciplinary 
approaches and illustrates all the issues that come to bear.   


 It was pointed out that SLOSH had been briefed to GCOOS.  How can 
regional products and services use the SLOSH display as a model?  


 
c. Hurricane Intensity (Avichal Mehra) 


• Overview of the Hurricane Intensity briefed by Avichal Mehra (NCEP).  Model 
runs for the three test cases (Hurricanes Emily, Wilma and Rita) have been 
completed.  He reported that success in improving intensity forecasts was 
limited, but was better able to determine water mass locations’ (significance is 
location of 260 C isotherm) because of this work.  More vetting of the process is 
needed - transition to operations requires upwards of 600 model test runs before 
use in an operational capacity.   


• Importance of DIF stability raised in context of being part of an operational 
system.  


• This test only involved the THREDDS data server.   
 


d. Integrated Ecosystem Assessments (Roy Mendelssohn) 
• As part of the Environmental Research Division Data Access Protocol 


(ERDDAP) enhancements, WMS Server, SOS server, and SOS client 
implementations are all 90% complete.  As part of the IEA project, ERDDAP 
and REDM will eventually be integrated to provide for both data search via a 
catalog and data access.   


• Roy discussed advancing ERDDAP Google gadgets on iGoogle as another 
mechanism for customers to use integrated data.   


• Larger question raised – how to get data into applications (e.g. Matlab)?  Need to 
create flow that gets data into the application tool.  From an underlying tool 
perspective, products help enable model development.  An agreement is needed 
on restful request message – the structure of the url “request interface” 


• ERDDAP has capability to transform KML files 
• ERDDAP is being implemented in a number of the Regional Associations and 


being used by private users. 
• Roy Mendelssohn has been working with Eoin Howlett (ASA/MACOORA) to 


develop an Environmental Data Connector (EDC) extension that allows users to 
connect to ERDDAP/THREDDS/OPeNDAP servers using a Java-based browser.  
The EDC converter data for use in standard GIS analysis tools and displays.   


 
e. Model Data Interoperability (Rich Signell) 


• Part of the work toward improving model data interoperability has involved  
  development of a tool kit for MatLab – “to make life better for the developer”  
  through improved standards and tool kits.  A goal is to bring unstructured grid  
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  models to the same level as structured grid models.  A tool kit in multiple  
  languages (e.g. Python C) with a Java library would be useful.  Also:  


 Need CF standards for unstructured grids 
 Helping/ training has been successful  
 Much of NOAA’s success depends on CF standards, but NOAA has not 


 been making an investment in the standard.   
 It was reported that at least one THREDDS data servers have been  


   implemented in each of the eleven IOOS regions.   
 


f. Ocean Observation Initiative – Cyber-Infrastructure (OOI-CI) (Matthew Arrott) 
• Matthew provided an overview of the OOI-CI architecture: 


 Work on semantics, use cases, and metadata will make these concepts of 
the cyber-infrastructure component of OOI a durable and scalable project 
for the next thirty years. 


 Data models and protocols are to be the enduring components of OOI.   
 The IODM (Internet data distribution Model) is a generalized messaging 


model that provides for data streaming.   
 Initial phases for OOI-CI will be running 5 prototypes simultaneously.  


This includes resolving syntactic and semantic interoperability (per John 
Graybeal’s MMI work).   


 Matthew Arrott and Roy Mendelssohn have been working together to 
bring the ERDDAP tool into the internet “cloud” to test the scalability of 
this computing environment.   


 
5. Integrated Products Team Working Group Briefs 


 
a. Metadata Working Group (Ted Habermann) 


• Expand contributing portion of the IOOS community 
• Recommendations:  


 Standards: document content required to support all data related   
   capabilities and services  


 Lead development of tools for translating existing metadata to ISO 
• Overview of working group activities – not concerned with discovery – but  


  understanding documentation.  Content needs to be represented in simple ways.    
• To encourage collaboration, a page on the GEO-IDE Wiki has been created.  The 


  Webpage url: https://www.nosc.noaa.gov/dmc/swg/wiki /index.php?title=  
  IOOS_Metadata_Working_Group 


• It was announced that the North American Profile had been approved.  FGDC is  
  not the desired standard in the community.   


• Discussion:  
 An effort needs to be done to identify and document metadata content 


that is required to support all data relevant capabilities and services; and, 
the content needs to be represented in simple ways.   


 What can be done? IOOS should develop metadata tools.   
 CO-OPS and NDBC with IOOS is writing Sensor Modeling Language 


(SensorML).  SensorML is an important output format.  
 Model metadata and metadata discovery:   
 What about ISO metadata for models? CF conventions?  The model  


 community is having detailed discussion per the modeling community.  



https://www.nosc.noaa.gov/dmc/swg/wiki%20/index.php?title=%20IOOS_Metadata_Working_Group�

https://www.nosc.noaa.gov/dmc/swg/wiki%20/index.php?title=%20IOOS_Metadata_Working_Group�
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 And legacy data and existing metadata?  Is it geared mostly for 
 discovery?   


 Are there use cases that demonstrate machine-to-machine or is primarily 
 human-to-machine utilization? 


 
b. Registry/Catalog (John Ulmer) 


• Is a metadata catalog (in traditional terms) really needed for the DIF?   Most 
 important element is understanding the data.   
• Use cases for discovery structure would be helpful, if developed.    
• Intersects between registry and OOI? 
• Need recommendations on mandatory metadata fields or not.  At least, which 
 ones cannot possibly be captured at this junction.   
• Having a registry list - formal list that satisfies requirements in place.  
• Short term & long term drivers should be supporting high level discovery on 
 something like data.gov Geospatial one-stop 
• Short-term identify which services 
• Write metadata about services that can be found through a web search engine to 
 access products and services for community at-large 
• Idea of registry needs to be formalize – data should be search and findable on a 
 search engine such as Google.   
• Certification level: how to define and then set for certain data providers (can 
 ERDDAP “gadgets” play a role here?) 
• Prudence needs to be taken in addition of services to the registry that users (e.g. 
 analysts) do not require and will not improve job performance – registry should 
 be customer orientated for customers (e.g. Analysts) that do not want “lists”.   
• A flexible registry approach was suggested so the tool can be customized.  
 However, schemas need to be consistent enough to achieve interoperability, 
 scalability and synchronicity. 
• Lessons learned per the DIF: Need to look carefully before setting up a registry.  
 DIF already presents a good example of the need for standard tools per access to 
 query of the metadata (per recording simple and/or complex items from the data 
 providers/data sets).   


 
6. IOOS Legislation (April Black) 


• The legislation creates statute authorization for IOOS to exist.  The National 
 Oceanographic Research Leadership Council (NORLC) was named in the act to 
 tie to an existing statute.   
• There are questions about the oversight body: Will it be the Interagency 
 Committee on Ocean Science and Resource Management Integration (ICOSRMI) 
 or Interagency Working Group on Ocean Observations (IWGOO)?  The System 
 Advisory Committee named in the legislation will advise the NOAA 
 Administrator.  There is uncertainty to how this body will evolve or be 
 developed.   
• There is civil liability language in the legislation being discussed.   
• Certification standards not yet developed.  Many questions were raised: What 
 “triggers” a claim? How is a client claim filed?  How to file claims against the 
 government?  There was not much in the way of resolution because this topic is 
 an ongoing discussion between the IOOS Program and legal experts.   
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• Other questions asked were if there were any connections to the Climate Services 
 Bill and if the legislation defines DMAC.  On the latter questions, the IOOS 
 legislation does not include a clear definition of DMAC.   
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Summer Workshop – August 11-12, 2009 
 


 
 
Day 2 – August 12, 2009  


 
 


7. Integrated Products Team Working Group Briefs (continued) 
 


a. Archive Presentation (Ken Casey (NODC)) 
• There is a growing movement toward adoption of the Open Archive Information 
 System (OAIS) Reference Model.  Conforming to the OAIS Reference Model 
 will structure the way IOOS interacts with the NOAA data centers, non-NOAA 
 archives, CLASS, the DMC and DMIT. 
• Recently, there was passage and implementation of the NOAA Procedure for 
 Scientific Records Appraisal and Archive Approval. 
• The OAIS-RM provides the lingua franca – finally we can all talk to one 
 another!  
• The archives are presently holding multiple data set types including underwater 
 video.   
• The decisions for type of data to archive rests on the data center directors.  The 
 data has to be evaluated.   
• Per IOOS: how does an IOOS SOA connect to an archive process?  The construct 
 is to support science. The archive would provide historical inputs to any data 
 requests by IOOS.  A tiered access capability, for categorization and retrieval, is 
 in the future or next steps for the archives process; the capability of creating on 
 demand products, however, is years away.   
• A key role for IOOS is – in the OASIS reference model - as a “designated 
 community” per partnership on ensuring the archive process/protocols are 
 serving the community effectively (i.e. IOOS has roles on the consumer and 
 producer side).  


 IOOS can enable data and data products from the archive to a community 
of consumers.  There are archive activities to unify cross-data center 
metadata management that will benefit IOOS data at NODC and 
eventually the tools may be available to IOOS partners to help in their 
metadata efforts.   


 Looking ahead, NODC will be working directly with NDBC, NODC and 
   the Archive Working Group on evaluating IOOS protocols and the level  
   to which they support archive requirements.        


• The data that is archived should be in the most relevant form.  How does the  
  archive  fit into the IOOS structure?  Consider that the archive would provide  
  historical inputs to any data requests by IOOS.    


• With the emerging OOI/CI work, it was pointed out that OOI/CI had not thought  
  much about archive and there was lots of effort to be put forth in that area.   


• Julie Bosch suggested a demonstration, retrieving data from the archives.  IOOS  
  data retrieval is a noted priority IEAs.  Ken offered that efforts are already  
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  underway to make data easier to retrieve/ deliver from the archives and proposed  
  IOOS focus on improving entry of data into the archive.   


• NOMADS and GHRSST are examples of seamless access to real-time and  
  archival data sets.   


 
8. Grantee Projects (Discussion/Reports) 
 


a. QARTOD to OGC (Q2O) Brief (Julie Bosch) 
• The Q2O effort is leveraging the work that has taken place in the QARTOD  


  meetings’ series.   
• The Q2O effort is an implementation of the QARTOD recommendations for  


  QA/QC using the OGC Sensor Web Enablement framework.   
• The Martha’s Vineyard Coastal Observatory (MVCO) has been a focus area for  


  applying the Q2O work.  A modular approach has been taken by going down to  
  the sensor level.  The Q2O works has been accomplished through s series of  
  workshops and in-kind efforts by a group of individuals from around the   
  country.   


• To keep moving this forward: the results need to be taken back to QARTOD,  
  work with sensor manufacturers to support QC test development, and plan  
  integration with OOSTethy’s cookbook.  


• The next QARTOD Workshop is in Atlanta, GA November 17 – 19.  The focus  
  will be on the environmental parameter dissolved oxygen and will be held  
  with the Alliance for Coastal Technologies (ACT). 


• Discussion points: 
 A key priority for IOOS is integrating metadata.  Key here is translations  


  of different representation of metadata.  IOOS should join CSML effort  
  rather than use separate schema. 


 Dan Holloway offered that translators could be provided to scope from  
  SOS schema to SCML 


 
b. OPeNDAP – OGC Gateway Project Brief (Dan Holloway) 


• The objective of this project is to provide automated capabilities to serve data via 
 interfaces from OPeNDAP. 
• Layering of IOOS services through existing OPeNDAP infrastructure will allow 
 for quicker adoption and deployment of the services within community.   
• Automation is critical for deployment and long-term maintenance.  
• Automation has been a challenge because to be useful beyond a single site a large 
 degree of automation is required in the discovery and exposure of DAP data sets 
 through the OGC service interfaces.  An issue with SOS Web Services was  
 brought to the attention of the meeting participants.  There are aggregation 
 limitations associated with SOS and lack of concretely defined models within 
 specifications.    
• A separate discussion was suggested to talk further and, hopefully, reach 
 agreement on a schema decoder. 


 
c. IOOS Observation Registry (Charly Alexander) 


• Funding for the registry is ending and it is expected that the project will be  
  transitioned to the NOAA IOOS Program.  It is currently being maintained by the 
  NOAA Marine Sanctuaries Program.   
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• It is likely the registry will be re-envisioned in the future, but details are still  
  developing.   


   
9. BREAKOUT SESSION ON DIF FY2010: The workshop participants were separated into three 
groups to discuss candidate priorities for FY2010 DIF activities with present customers.  A summary 
of each breakout session follows.    


 
a. Breakout Group #1   


• Need to enable data used in ecological assessments.   
• Need for a registry of data providers. 
• Document best practices: what worked and what did not work. 
• Validate and verify SOS Web services employed in the DIF.   
• EPA cautioned about trying to accomplish too much and not being able to live up 


  to unrealistic expectations.   
• USGS recommended the DIF be validated-verified against other schema and  


  Web services. 
• An opportunity is developing to work with Great Lake Data Providers and HAB  


  initiatives as a result of Great Lakes initiative.   
• EPA has an application called e-beaches that provide water quality data for  


  America’s beaches.  The DIF should connect with this application,   
• What are the successful elements that have been developed?  Tools that are  


  portable, readily available and easy-to-use and already in place.  Libraries are  
  needed to support service choice.   


• Rich Signell’s work on model side has been successful because he is providing a  
  general service.  An equivalent service should be developed for in situ data.    


• Ted provided perspective that there are two sides of implementation: client and  
  services and that IOOS is somewhere in the middle.   


• A key priority for IOOS is integrating metadata.  Using SOS Web services to  
  carry metadata separately with other formats – CSML uses the same approach.   
  An issue with SOS carrying metadata is associated volume, which has a negative  
  impact on data transfer speeds.  An X-link may be an alternative mechanism to  
  actually carry the data (faster transfer speeds) versus using SOS to transport.    


 
b. Breakout Group #2 


• IOOS vs. DMAC Role  
• Group recommended to not make further investments into SOS Web services 


until there is a better understanding of the services that will exist in the larger 
picture.  Consistent schema across communities, tested realistic volume data 
accesses and accessible through multiple clients.     


• Is SOS the only service/protocol making IOOS data available? 
• Need to resolve debates about schema problem.  Different terminologies/different 
 users.  IOOS will always want to support multiple schemas and not limit usage to 
 a single format.  It is not reasonable for IOOS the DIF to adopt one schema, but 
 should adopt and support multiple schemas.  To have interoperability, there 
 needs to be a base level schema for the community.   
• Consistent schemas across communities accessible through multiple meaningful 
 clients (climate reference libraries).   


 
c. Breakout Group #3 
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Integrated 
Products Team 


Mid-Level Council 


Working Groups… 


Working Group B Working Group A 


Fig. 1 IPT Graphic based on Bill Burnett’s description   


• Promoting data accessibility – development of a Web-based general purpose 
 viewer. 
• Make data accessible to client applications.  Use client reference libraries to 
 support service of choices.  Portable library/services are a key component.  
 Reference libraries can be used to connect software with GIS and Google Earth 
 applications.  The NOAA IOOS Program started a dialog with Google in June 
 2009.  They are pulling data via implemented SOS services; then, converting the 
 data to an internally used format.         
• Need clear indication of role of IOOS – boundaries are needed.   
• Information sharing tools – The wiki is a reasonable tool to use to exchange 
 information.  
• Branding issue – recognition of data sources and protocols needed.   
• Demonstration and Testing – a demonstration needs to be produced to show 
 value of integration.  Need to perform end-to-end test of the software/hardware 
 and data.  It was suggested a tool such as Netcheck could be used to test.  
 IOOS needs to be a leader in a concrete demonstration.         


 
9. IPT GOVERNANCE 
 


a. Discussion 
• Bill Burnett provided a view of how other IPT’s that he has been involved have  


  operated and noted the differences between those teams the DIF IPT (see fig. 1).   
• The IPT has oversight of a Mid-Level Council that has the responsibility of  


  answering questions for the IPT.   
 The Mid- Level Council has the  authority to create working groups  


    (usually temporary and with a directive to resolve a specific issue). 
• Under the current scenario, there were lingering questions about who the   


  IPT was reporting to and answering for.   
• Should the DIF IPT be dissolved and reformed under a different construct?   


  There is a need for a stable-active advisory body.   
• The DMAC plan provides growth strategies. 
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b. Challenges to Governance 
• Increased customer input needed.  The IPT does not have sufficient customer 
 representation to provide input on customer needs and requirements.   
• Future IPT construct: What construct should a revisioned IPT follow?  Is the IPT 
 analogous to the DMAC Steering Team or Expert teams (DMAC ST is not a 
 work team but a recommending body)?  Should IPT be viewed as “project 
 managers”? How often should the IPT revise itself?   
• Increased regional involvement: The IPT moving forward should include more 
 IOOS Regional Association (RAs) and interagency involvement.  The RAs now 
 starting installation of the DIF services are powerful advocates for IOOS. 
• IPT test bed development: move toward a more structured approach to making 
 strategic decisions. Involve client applications, manufacturing and commercial 
 software development. 
• Customer Requirements Assessment Team: The idea of a customer 
 requirements assessment team was mentioned where 1) a process for identifying 
 and selecting new customers can be developed; 2) Customer requirements can be 
 identified and 3) customer requirements can be satisfied.  This team would 
 follow a classic system engineering approach.   
 


c. Action: A small work team should be formed to deliberate on this issue and make a 
 recommendation to the full IPT.   


 
10.  WRAP UP: In wrap-up, there was a general consensus from the IPT that they did not yet have 
the guidance needed to develop their activities for the forthcoming fiscal year.  There was a real need 
expressed for coherent data management groups to be formed to guide future discussion.   


 
11. WORKSHOP ADJOURNED     
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Hurricane Intensity Project Description 


•Team members from NWS National Centers for Environmental Prediction 
(NCEP), OAR’s Atlantic Oceanographic and Meteorological Laboratory (AOML), 
NESDIS CoastWatch, and IOOS Program


•Project designed to address assumption that integrating data across NOAA 
from various sources and applying standards for the integration adds value to 
NWS hurricane intensity model  


•Coordination began last year, work began this calendar year with identification 
of three storms, creating additional data (Temperature-Salinity profiles for each 
storm) and other data required for model runs of the coupled HYCOM-HWRF 
system  


Hurricane Intensity Project - Initial Results


*Graph shows error of maximum sustained wind at each model run time


Hurricane Intensity Project - Initial Results


•Additional data helps in 
moving the water masses 
near the thermocline 
depths ( > 50 m), towards 
the AXBT profiles, with 
less impact near the 
surface. 


AXBT profiles (black) vs model results with additional  data (blue) and without data (red) 


Hurricane Intensity Project Milestones and Challenges


• Key remaining near term milestones
1. Complete model runs for all three storms
2. Evaluate the model runs to determine value of additional data for 


hurricane intensity


• Challenges -
• Legacy system requirements for data input
• NCEP computer upgrade 
• Drawing conclusions based on limited scope project
• Evaluation process at NCEP requires more resources.







Hurricane Intensity Project Next Steps and 
Recommendations


• Produce evaluation assessment report by end of calendar year


• Suggest modifications to existing ocean observing systems for hurricane  
intensification prediction


•Evaluate additional storms with additional data


•Provide improved salinity data (vice climatology) using observations


•Engineer data flow that meets operational requirements








WMS


http://coastwatch.pfeg.noaa.gov/erddap/wms/erdBAssta5day/request?service=WMS&version=1.3.0&request=GetMap&bbox=0,-
75,360,75&crs=EPSG:4326&width=360&height=150&bgcolor=0x808080&layers=Land,erdBAssta5day:sst,Coastlines,Nations&styles=&format=image/png


http://coastwatch.pfeg.noaa.gov/erddap/wms/erdBAssta5day/request?service=WMS&version=1.3.0&request=GetMap&bbox=220,20,250,50&crs=EPSG:432
6&width=300&height=300&bgcolor=0x808080&layers=Land,erdBAssta5day:sst,Coastlines,Nations&styles=&format=image/png


WMS


WMS (transparent)


http://coastwatch.pfeg.noaa.gov/erddap/wms/erdBAssta5day/request?service=WMS&version=1.3.0&request=GetMap&bbox=0,-
75,360,75&crs=EPSG:4326&width=360&height=150&bgcolor=0x808080&layers=erdBAssta5day:sst&styles=&format=image/png&transparent=TRUE


SOS Client







SOS Client SOS Client


SOS Server


can respond to GetCapabilities and GetObservation 
requests


some of the details need to be changed


currently just returns the standard SOS XML


will add support for lots of types of responses (e.g., 
.csv, .tsv, .htmlTable) 


SOS Server
<?xml version="1.0"?>
<Capabilities
xmlns:gml="http://www.opengis.net/gml/"
xmlns:xlink="http://www.w3.org/1999/xlink"
xmlns:swe="http://www.opengis.net/swe/1.0.1"
xmlns:om="http://www.opengis.net/om/1.0"
xmlns="http://www.opengis.net/sos/1.0"
xmlns:sos="http://www.opengis.net/sos/1.0"
xmlns:ows="http://www.opengis.net/ows/1.1"
xmlns:ogc="http://www.opengis.net/ogc"
xmlns:tml="http://www.opengis.net/tml"
xmlns:sml="http://www.opengis.net/sensorML/1.0.1"
xmlns:myorg="http://www.myorg.org/features" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
xsi:schemaLocation="http://www.opengis.net/sos/1.0 http://schemas.opengis.net/sos/1.0.0/sosAll.xsd"
version="1.0.0">
<!-- This is a PROTOTYPE service. The information in this response is NOT complete. -->
<ows:ServiceIdentification>


<ows:Title>SOS for Buoy Data from the NOAA NDBC SOS Server - Currents</ows:Title>
<ows:Abstract>The NOAA NDBC SOS server is part of the IOOS DIF SOS Project. The stations in this dataset have currents data.
</ows:Keywords>
<ows:ServiceType codeSpace="http://opengeospatial.net">OGC:SOS</ows:ServiceType>
<ows:ServiceTypeVersion>1.0.0</ows:ServiceTypeVersion>
<ows:Fees>NONE</ows:Fees>
<ows:AccessConstraints>NONE</ows:AccessConstraints>


</ows:ServiceIdentification>
<ows:ServiceProvider>


<ows:ProviderName>NOAA Environmental Research Division</ows:ProviderName>
<ows:ProviderSite xlink:href="http://127.0.0.1:8080/cwexperimental"/>
<ows:ServiceContact>


<ows:IndividualName>Bob Simons</ows:IndividualName>
<ows:ContactInfo>


<ows:Phone>
<ows:Voice>831-658-3205</ows:Voice>


</ows:Phone>
<ows:Address>


<ows:DeliveryPoint>1352 Lighthouse Ave.</ows:DeliveryPoint>
<ows:City>Pacific Grove</ows:City>
<ows:AdministrativeArea>CA</ows:AdministrativeArea>
<ows:PostalCode>93950</ows:PostalCode>
<ows:Country>USA</ows:Country>


<ows:ElectronicMailAddress>bob.simons@noaa.gov</ows:ElectronicMailAddress>
</ows:Address>


</ows:ContactInfo>
</ows:ServiceContact>


</ows:ServiceProvider>
<ows:OperationsMetadata>


<ows:Operation name="GetCapabilities">
<ows:DCP>


<ows:HTTP>
<ows:Get xlink:href="http://127.0.0.1:8080/cwexperimental/sos/ndbcSosCurrents/server"/>


</ows:HTTP>
</ows:DCP>
<ows:Parameter name="Sections">


< All dV l >








IOOS Legislation


Integrated Coastal and Ocean Observation System Act
Public Law No. 111-11


• Directs President to establish a National Integrated Coastal and Ocean 
Observation System coordinated by the NORLC (Council)
– Council provides System policy oversight & coordination 
– Approves & Adopts System budgets developed by the Committee
– Develops Public/Private Use Policy w/in 6 months of enactment
– Establishes Interagency Ocean Observation Committee


• Interagency Ocean Observation Committee (Committee)
– Prepare annual & long-term plans for System design, maintenance & expansion
– Provide annual coordinated, comprehensive budget requests to Congress
– Establish observation variables & consult with regions on System obs priorities
– Establish System protocols and standards for DMAC
– Develop certification standards and compliance procedures for non-federal assets 


including Regional Information Coordination Entities (RICEs)
– Identify gaps in observation coverage or needs for capital improvements of 


federal & non-federal assets
– Obtain an independent cost estimate for System operations & maintenance


• within 1 year of enactment, through NOAA & NSF Administrators


• Identifies NOAA as Lead Federal Agency 
– Establish an IOOS Program Office within NOAA utilizing interagency staff
– Implement a merit-based competitive funding process for non-federal assets
– Develop evaluation & review process for all non-federal assets
– Formulate annual process to identify gaps in observation coverage or needs for capital 


improvements to federal and non-federal assets
– Develop & be responsible for DMAC
– Establish a System Advisory Committee


• Regional Information Coordination Entities (RICEs)
– Certified or established by contract/agreement by NOAA Administrator
– Identify gaps in observation coverage or needs for capitol improvements to federal and 


non-federal  assets (and make other recommendations for required plans)
– Develop & operate under a strategic operational plan


• Report to Congress w/in 2 years of enactment and every 2 years thereafter
– Identification of federal and non-federal assets integrated into the System
– Description of benefits to users of data products resulting from the System
– Recommendations on System modifications and future funding levels 


• Establishes Civil Liability Provision 
• Authorizes appropriation of “such sums as are necessary” through 2013


Integrated Coastal and Ocean Observation System Act
Public Law No. 111-11
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IOOS DIF / IEA Integration: Radiance Contract 
Through June 2009


Key Issues/Risks


� No Issues
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Performance Parameters


Budget/Funding (FY2009)


G


Measure Planned Actual
1. Write HDF5 response for PyDAP FY09 Q4 0


2. Write OPeNDAP plugin in PyDAP FY09 Q4 0
3. Integrate ERDDAP into REDM (Planning Service) FY10 Q2 0


Project Performance Measures


Milestones Planned = 1 (FY09)Milestones Met = n/a (FY09)
1 (Q4) 1 (Q4)


Milestones Planned = 1 (FY10)Milestones Met = n/a (FY10)
1 (Q2) 1 (Q2)


Schedule


G
APR MAY JUN JUL AUG SEP


Plan $13,600 $27,200 $40,800 $54,400 $68,000 $81,600
Act $13,600 $27,200 $40,800
Var $0 $0 $0


OCT NOV DEC JAN FEB MAR
Plan $87,200 $92,800 $98,400 $104,000 $109,600 $115,200


Act
Var
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NOAA Integrated Ocean Observing System Program 
Integrated Products Team 


Summer Workshop


August 11-12, 2009


NOAA IOOS Program Office
1100 Wayne Avenue, Suite 1225


Silver Spring, MD  20910


Conference Dial-In #: 1-877-417-3954; Pass code #: 9119817


Purpose: (1) To inform attendees of current status of IOOS work; (2) to obtain strategic 
recommendations on next steps in FY2010 for customer projects, data providers, additional service types, 
etc given limited disposal income, existing staff and IPT volunteerism; (3) identify technical problems in 
need of solution.


Read-aheads:
� Summary of recommendations DDWG, 2008 IPT workshop Report
� Optional: Additional detail beyond allowed 3 slides for each project


DAY 1
8:00 Coffee, juice, bagels
8:30 Introductions and Opening Remarks (Charly and Zdenka)
9:00 Data Integration Framework (DIF): Present Status


� Review of present customers, data providers, DIF project updates
8:45 DIF Data Providers (Jeff, Rob)


� CO-OPS (SOS)
� NDBC (SOS, TDS, WMS)
� CoastWatch (TDS)
� Regional Implementation Status (SOS, TDS)


9:00 DIF Customer Projects (Marcia, Carmel)
� Harmful Algal Blooms
� Coastal Inundation
� Integrated Ecosystem Assessments/ERDDAP
� Hurricane Intensity
� High Frequency Radar 
� Model Interoperability (Rich Signell)


9:15 Discussion
9:45 IPT Working Group Presentations and Discussions


9:45 Metadata (Ted Habermann) – 3 slides on WG discussions
10:00 Discussion (All) – Achievable metadata goals in FY2010


10:45 Break
11:00 Registries/Catalog (John Ulmer) – 3 slides on WG discussions
11:15 Discussion (All) – Achievable Registry/Catalog goals in FY2010


12:00 Lunch (on your own)
1:15 Archive Update (Ken Casey)
1:30 IOOS Grantees (Current Status and next steps) - 3 slides each
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1:30 OPeNDAP-OGC Gateway (Dan Holloway)
� A project supporting regional IOOS interoperability through development of two Open 


Geospatial Consortium protocols.  
1:45 QARTOD to OGC (Q2O) (Julie Bosch)


� A project demonstrating an implementation of the Quality Assurance Real-Time 
Oceanographic Data (QARTOD) results by employing OGC standards.  


2:00 IOOS Observing Registry (Charly)
� A database that inventories non-Federal observing assets in the United States to support 


planning of observing resources.
2:15 Discussion: Next steps/transition/phase-out of grantee and other projects (All)


2:45 Break
3:00 Other Federal/Regional projects


3:00 NSF OOI/CI – 6 slides (Matthew)
3:30 Coastal Inundation Grantee Projects (Marcia)
3:45 Other Candidate Projects (IPT/Interagency Reps)


� (e.g. OSMC, NWQMN, Navy-NOAA MOA, USACE Partnership)
4:00 IOOS Legislation Overview (April Black)
4:30 Day 1 Wrap-up (Charly)
5:00 Adjourn
6:00 Social time at McGinty’s Irish Pub (optional)


---------------------------------------------------------------------------------------------------------------------------------------


DAY 2
8:00 Coffee, juice, bagels
8:30 Next Steps for DIF-DMAC Development (FY2010) (Charly/All)


8:30 Existing DIF Customer Projects  
� Unmet requirements that can be met in FY2010? 
� Maintenance/ Enhancements to current customer projects/ applications


9:00 New DIF/DMAC customers/applications (e.g. Coastal to Global component)
� Recommendations for new quick-win customers
� Process for finding new customers


9:30 Existing DIF Data Providers 
� Expansion of data sets from present DIF data providers
� Maintenance/ Enhancements of present data services


10:00 Break
10:15 New Data Providers (NOAA, Federal, other)
10:45 General-purpose Viewer/Demo capability
11:15 Other components and Infrastructure (Models, Archives, IT Security, Catalogs, …)


12:15 Lunch (eat-in)
1:15 Other technologies to consider in FY2010 (Jeff/ All)


Google Earth, feeds, cloud services, OOI/CI advances, Pachube, Sensorpedia (All)
2:15 Governance: Future role of IPT (Marcia/All)


� Expanding beyond NOAA
� Relationship to DMAC Steering Team


3:15 Break
3:30 Closing discussion/action items/wrap-up (Charly/All)
4:30 Adjourn
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