Aug 15, 2012




* Program
e Program office moved to NCDC
* Software
e Developed to archive large array data sets from satellites
* A Contract
e DGP
* Implements OAIS-RM

e An archive

e Evolution underway to implement services as part of an
enterprise solution
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* M2M interface - development
e Current access only via CLASS-web
« Provides automated ordering instead of website only access
* Common Storage Service - prototype

e Publish holdings to external storage and provide access using
Cloud technologies

« Addresses CLASS access limitations (write once, read many)
* Common Ingest Service (Gateway) - design
e Simplify dataset configuration and ingest
 Configure once and ingest many [datasets]

* Integrate with data centers with middleware - proof of
concept

e Implementing rules based middleware
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o Satellite Provider:

e CLASS extracts DI and metadata
e CLASS provides access via CLASS web
e Metadata is NOT exposed

e DataCenter Provider:

e D(Cs maintain metadata

e DCs provide access
e Metadata not shared with CLASS

* CLASS is implementing a unique identifier to share
metadata and DI.

* Identify the metadata owner for each data type
e System or process

¢ Identify the interface elements for ingesting and extracting
metadata/DI



* CLASS needs:
e provider ID (NGDC, NODG, ...)
e Unique Identifier ( what is format VIN,MAC,UUID etc)
e Dataset id

e CLASS wants:

e Location

e Time frame

e Data group

e Creatorid ( NWS, CDR, etc)

* CLASS provides:
e User defined fields

« Name value pair



Current

o Satellite data
e Ingest
e Storage
e extract DI
e Archive
e Access

Search and
ordering from web
site, dissemination

via FTP or
subscription

Future

« Satellite data

Ingest
Archive

M2M to provide
search and order

common storage
for access

NOT metadata
catalog

« Data Center data

Ingest
Archive
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Questions?
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Cloud Pilot (iRods)
(5/1/12 - 2/30/13)

1

Q2

JPSS-CGS
(9/10/12 - 3/9/14)

Data Center Migration
(8/15/12 - 3/14/15)

HPSS Migration
(7/1/14 - 10/30/15)

Q3

Q4 QU1 Q2 Q3 Q4 QA Q2 Q3 Q4 Q Q2 Q3 Q4

GOES-R M2M Interface
(8/1/12 - 8/30/13)

GOES-R Receipt Node
(10/1/13 - 3/30/15)

Services Developement
(10/1/14 - 12/30/15)

Gateway

18%
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CLASS Suomi-NPP Data Flow

CLASS to SDS
SDRs, TDRs
EDRs, ARP, IP, CLASS to GRAVITE
Ancillary Data, SD_Rs, EDRs,
Signature Files, Ancillary Data,
10PS 10 305 Release Packages Auxiliary Files,

Mission Notices
(~2.5T8/day)

GRAVITE to CLASS
RIPs (~1.5TB/day)

RDRs (~1.3TB/day) (~3.3T8/day)

g

Svalbard,ﬂNorway

1DPS to GRAVITE
RDRs, VIIRS M Band EDR,

OMPS Auxiliary Files

(~1.478/day)
Public
NWAVE 10Gb/s Subscriptions
RDRs SDRs, TDRs replication

EDRs, ARP, 1P,
Ancillary Data, ~4.7TB/day

Signature Files, CLASS to STAR Public

Release Packages SDRs. TDRs Ad hoc orders
(¥3.278/day) EDRs, ARP, IP,
Ancillary Data,
Signature File
(~3.3TB/day)
NPP Sensors NPP Segments ARP -~ Application Related Product
ATMS -~ Advance Technology Microwave Scunder C3S - Command, Control & Communications Segment EDR - Environmental Data Record
CriS - Cross-track Infrared Sounder GRAVITE -~ Government Resource for Algorithm IP = Intermediate Product
OMPS ~ Ozone Mapping and Profiler Suite Verification, Independent Testing & Evaluation RDR ~ Raw Data Record
VIIRS ~ Visible and Infrared Imaging Radiometer Suite  |DPS - Interface Data Processing Segment RIP -~ Retained Intermediate Product
SDS -~ Science Data Segment SDR -~ Sensor Data Record
STAR ~ NOAA Center for Satellite Applications & TDR ~ Temperature Data Record

Research



13 14 15
CWIC _ Meta 4

IRods Data

Phase Il
Access

Data < B Access
Center D Access
Migration Data Net [ - Dissemination
(etc) Stewardship

' Archive Path Archival Storage
- Service

Cloud Pilot *

Recipt Node =S R

Landing Zone GEN I Generic Gateway
GEN | JPSS-CGS Datasets GEN Il




